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Capabilities in Informatics, Analytics &
Computer Science
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Big Data Analytics in 
Biomedical and 
healthcare. Analyze 
DNA sequence, gene 
expression, protein 
interactions, disease 
genes, and drug 
discovery

Large-Scale, 
Distributed 
Analytics for 
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Mobile Data 
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Text Mining 
and Semantic 
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Distributed 
Analytics

Data Analytics @ the Core 
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Easy to Use AI: 
Well within one’s 
reach (not beyond 
one’s grasp)





• AI that negotiates win-win business contracts with humans 
("Psychologically Intelligent Negotiation Agent")

• AI that performs human-level text sentiment classification 
("Fine-Grained Sentiment Analyzer – SentiMo”)

• AI that recognizes the personality and characteristics of humans 
("Psychographic Profiling Engine")

ARTIFICIAL INTELLIGENCE (Customer 
Intelligence) : some examples  incorporating Social 
Intelligence and Psychological Knowledge (for Next-

Generation Intelligent Systems)



Psychologically Intelligent Negotiation 
Agent

Incorporated Negotiation Psychology

• Computational implementation of psychologically grounded negotiation 
strategies (e.g., strategic delay, tactful information sharing) which work 
without a priori data/knowledge about the counterpart

• Results showing psychologically intelligent negotiation agent can lead to 
better economic and social-psychological negotiation outcomes 

• Deployed as a service in HP’s Mercado Cloud Computing Platform

Connectionists Systems: AI that negotiates win-win 
business contracts with humans

“System and method for negotiating a sale”, US Patent Application 12/648,405 & “Alternate strategies for a win-win seeking 
agent in agent-human negotiations”, JMIS & “Reducing Mistrust in Agent-Human Negotiations”, IEEE Intelligent Systems

Deployed Deployed 
system



Fine-Grained Sentiment Analyzer
(SentiMo )

Our Real-World Sentiment Analysis Case Studies

Understanding brand perceptions 
across cities

Discovering consumer preferences 
across products

Ground sensing of day-to-day 
commuter sentiments

Quantifying positivity generated from 
public campaigns

http://imageanalysis.socialanalyticsplus.net

Design Features and Novelty

http://172.20.98.207:8080/sentimo-webportal/sentimo_api.html

• Fine-grained multi-dimensional 
outputs (positive, negative, neutral, 
mixed, sadness, anger, happiness, 
excitement…)

• Comprehensive lexicons, fully in-
house developed (English, Internet 
slangs, local language and domain 
words collections)

• Linguistic processing units 
(decomposer, negation handler, 
amplifier handler…)

Performance 
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Connectionists Systems :AI that performs 
human-level text sentiment classification

“A method and system for sentiment classification and emotion classification”, Patent Cooperation Treaty (PCT) 
Application PCT/SG2015/050469 

API & SDK 
released

API & SDK 
released



Psychographic Profiling Engine

Design Features and Novelty

• This is an ongoing research 
where we train computational 
models to profile individuals 
based on multiple sources of 
data to describe their personality 
traits, personal values, or more 
context-specific characteristics 
such as creditworthiness and 
innovation propensity

• Leverage advanced data 
processing including 
psycholinguistic/text analysis and
image recognition

Connectionists + Analogizer Systems: AI that recognizes the 
personality and characteristics of humans

SPARKLE Social Cognitive Creditworthiness Assessment Influencer Analysis / Depicting Brand Persona

Applications



• To build a personalized TV Recommender system for 
world-wide Rakuten-Viki fans

• Recommend videos that a user is likely to watch 
(precision) and watch for long time (engagement) 

• “Cold-Start” problem : 20+% users do not apprear in 
training data)

• Data sparsity problem :  most users viewed <= 5 videos 
in training data

Motivation / Objectives

• Typical recommendation algorithms do not well 
here due to sparsity and cold-start problems

• Formulate as classification problem instead of a 
typical recommendation problem to predict the 
probability of a video that a user is likely to watch

Approach

• 1st Prize Winner
• Overcome “cold-star” and data sparsity problems
• Robust and scalable approach for online 

recommendations
• Flexible to incorporate other general features

Achievement / Impact / Value Capture

Rakuten-Viki Global TV Recommender 
Challenge

Distribution of No. of Videos viewed in the training data
for Users tested in Feb 2915(Left) and Mar 2015 (Right)
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1st Prize
Connectionists Systems :Recommeder system for AI: 
A business opportunity 



Deep Learning for E-Commerce Website
Purchase Behaviour Prediction
- Task : Given a sequence of clicks, 
- predict the next item that is likely to be clicked.
- Predict whether a user will buy something at the end of a clicking session.
- Predict what products a user will buy at the end of a clicking session.

- Approach: Prediction using Deep Neural Network

- Results :
- 70% top-20 accuracy for the next item prediction 
- ~10% improvement over reported results

- Purchase Event?
- Which products will
be purchased?

IHPC Confidential Slide 17

Connectionists Systems :AI 
Example 



Commonsense Knowledge 
Representation and Reasoning

Achievements:
. Codified a commonsense knowledge base (KB) using 
a semantic graph representation

• 3.4 million concepts involved in about 10 million 
relational assertions.  

• From open source KBs such as ConceptNet, augmented 
by concepts from an 8-billion-word text corpus 
represented as word embedding in vector space using 
Word2Vec

• Applied KB in tasks such as topic categorisation, 
sentiment analysis and commonsense reasoning

Current Work: 
• Implement structure for Commonsense KB based on 

noun and verb primitives to allow for inheritance of 
properties and attributes

• Develop representations for narrative knowledge 
(modelling temporally extended events)

Semantic Graph using Neo4J

Representation for Events and Scripts

Event Models for Event Monitoring

OWL and RDF; Giant  
Global Graph; FOAF

Symbolists Systems: Human Centric AI 



Casuality & Inference: Rapid Causal
Learning

• Build causal models of the world that 
support explanation and understanding, 
rather than merely solving pattern 
recognition problems+

• Causality from Temporal Correlation

• Inspired by Contingency Model of Causal Learning from Psychology

Knowledge Level 
Causal Learning

Ground Level 
Causal Learning 

(Temporal Correlation)

+ See also: Building Machines that Learn and Think Like People 
(Lake, Ullman, Tenenbaum, and Gershman, 2016) in 
arXiv:1604.00289v3

Strength(Cause(Event1, Event2)) =
Prob(Cause(Event1, Event2))  – Wt * Uncert(Cause(Event1, Event2))

Lightning 
flash (L)

Headlight flashes of vehicles

Blinking beacon (B)

H G

Experiment: Learning Causality from Experience
Relationship between Lightning and Thunder

Lightning reliably 
predicts Thunder

Video

Symbolists Systems: Human 
Centric AI 



Similar Image Search using Privileged
Information
 Motivation:

 How to use textual descriptions associated with the training images as privileged 
information for training hashing function

 Results:
 Content based image retrieval using textual descriptions as privileged information
 45.40% in MAP on NUS-wide compared with 42.45 % for baseline without text description

 Our Contributions:
 Proposed an objective function that can utilize additional textual descriptions for hashing
 Proposed an efficient solution to optimize the proposed objective function
 The first work for hashing with privileged information

A survey plane spots
a herd of elephants 

in Botswana.

Northern Botswana is 
a well-known elephant
corridor for herds…
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Analogizer systems : 
Multimodal AI 



Video Action and Event Recognition using
Heterogeneous Sources
 Motivation:

 Classify unlabeled consumer videos for action 
and event recognition

 A large number of freely available videos  (e.g., 
from Flickr video search engine) and Web 
images (e.g., from Bing and Google image 
search engines) are available

 Additional textual descriptions are often 
available for both Web videos and images

 Our Contributions
 Proposed a new multi-domain adaptation 

approach to utilize the Web videos and images 
for training the classifier

 Proposed a new method to utilize the additional 
textual descriptions in the training set

 Results
 Applied the proposed methods without requiring 

any labeled samples from the target domain
 Applied the algorithm for the recognition of the 

video event (e.g, wedding, birthday, and sports) 
and action (e.g.,  eat, kiss and run)

Feature Extraction (CNN, Dense Trajectory, Text)

Feature Extraction (CNN, 
Dense Trajectory)

Analogizer systems: 
Multimodal AI 



The End



AI FOR VISION 
Human Centric AI 


