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DISRUPTORS

Data and analytics underpin six disruptive models, and certain characteristics make individual domains susceptible

Archetype of disruption Domains that could be disrupted

Business models * |nsurance

enabled by orthogonal = Health care

data * Human capital/talent
Hyperscale, real-time = Transportation and logistics
matching = Automotive

= Smart cities and infrastructure

Radical personalization = Health care
* Retail
* Media

Massive data Banking
integration capabilities = Insurance
s Pkl

* Human capital/talent

Data-driven discovery » Life sciences and pharmaceuticals
» Material sciences
= Technology

Enhanced decision * Smart cities
making = Health care
* Insurance

Human capital/talent

SOURCE: McKinsey Global Institute analysis



Retail banks have opportunity to break their data silos, combining traditional and new data sources in data lakes

Internal Data source External
to banks to banks
Unstructured oy
data Call Whole- Utilities
Bank center saler customer
website customer customer payment
data notes history record
-
inputs from sales
agents . !
? : Tele-
Video analysis of S T—
customer footage customer patterns
Comments on Social media
company website sentiment
Data
structure . -
Basic ’ ,
demography (e.g., E
CHyiHCOLTG) : Government
Transactions s , ) _ ata%-ce;z;iﬁ;itg
(E'g." FTMs, E g " = report, updated
ablle apps) demographic
data)
Regular survey/ Other banks
satisfaction (e.g., insurers,
Currently used data brokerages) Currently used
S'trl;cttured by most banks by most banks
ata

Stores practically unlimited amounts of data of any format and type

Silos minimized, and single source of truth accessible by whole organization
Offers an improved platform to run analytics and data discovery
Transformation to the data lakes environment can be done gradually

SOURCE: McKinsey Global Institute analysis



Machine learning opportunities in finance

Highest-ranked use cases,

based on survey responses Impact Data richness

Radical
personalization

Personalize product offerings to target
individual consumers based on multi-modal
data (mobile, social media, location, etc.}

Discowver new trends/
anomalies

Identify fraudulent activity using customer
transactions and other relevant data

Evaluate customer credit risk using application Predictive analytics
and other relevant data for less biased real-ti 0.9
underwriting decisions

Predict nsk of churn for individual Predictive
customers/clients and recommend maintenance o7

renegotfiation strategy -
Discowver new complex interactions in the Discowver new trends/

financial system to support better risk modeling \ anomalies o7

and stress testing .

Predict risk of loan delinguency and Predictive analytics
recommend proactive maintenance strategies

0.5
Predict asset price movements based on Forecasting
greater guantities of data (e.g., social media, 0.4
video feeds) to inform trading strategies :
Optimize labor staffing and distribution to Resource allocation

reduce operational costs in front and back office

Route call-center cases based on multi-modal Predictive analytics
data {e.g., customer preferences, audio data)

to increase customer satisfaction and reduce 0 1.7
handling costs

Optimize branch/ATM network based on Resource allocation

diverse signals of demand (e.g., social data, 0.1 0.3

transactions)



The Turing Test Capabilities in
Informatics,
Analytics &

1950: Alan Turing's "Computing Machinery and Intelligence’
(the "Turing Test")

v AL Turing (1950) Compuating Machinery and Intelligence. Mind 49; 433460,

COMPUTING MACHINERY AND INTELLIGENCE

By AL M. Turing

the term e wnd “think he definitions might be
il use of the words, but this attitude is
achine” and "think™ are to be found by

uestion, "Can machin O
is absurd, Instead of attempting such a
. which is closely refated to it and is

(i)

Chart 2.20 .
Average Annual Profit Growth of Selected Global Industries (2006—14) .
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Source: Bureau Van Dijk and EPG, MAS estimates



Capabilities in Informatics, Analytics
Computer Science

Computer graphics

INFORMATICS

Software engineering COMPUTER
SCIENCE

Human cognitive modeling

Knowledge Geometrical modeling

management systems Social information processing Distributed computing

Decision support systems Human-computer interaction

Parallel computing (supercomputing)

Human-machine interaction

Collaborative systems Artificial Intelligence

Cognitive computing
Social computing

Logic/Reasoning
Complex systems

Security/Cryptography

Optimisation

. Software agents (autonomous software
Psychographic B ( )

modeling &
analysis

achine learning

Next gen sequencing &
analysis

Computer vision Speech recognition

Seim o Natural language processing

Modeling and simulation

Math Text mining

Medical
Image Semantic computing
Analysis

Operating systems

Statistics )
Network Science Programming languages

Statistical genetics &
genetic epidemiology

ANALYTICS | Population genetics
\

CaiEens) aasic Combinatorial Algorithms

Signal processing




Data Analytics @ the Core

From Data to Knowledge to
S - Extracting
Hidden

Insight Machine
Learning

~™ Text/Social Media
O Analytics,
i Semantic

Large-Scale

D!-w, . Distributed
% Analytlcs for Distributed

Text Mining "lf;

* BIG Data, Analytics and Semantic
Computing

Moblle Data

Mining

Big Data Analytics in

Spatial-temporal s Biomedical and

Biomedical &
Healthcare
Analytics

Data Stream Management &
Analysis, Optimization
Privacy

Preserving
Analytics, Data
Driven Optimization

healthcare. Analyze
DNA sequence, gene
expression, protein
interactions, disease
genes, and drug
discovery




Well within one’s
reach (not beyond
one’s grasp)




The Five Tribes of Machine Learning

Tribe Origins Master Algorithm
Symbolists Logic, philosophy Inverse deduction
Connectionists Meuroscience Backpropagation

Evolutionaries Evolutionary biology Genetic programming

Bayesians Statistics Probabilistic inference

Analogizers Psychology Kernel machines

HOW THE QUEST FOR
THE ULTIMATE
LEARNING MACHINE WILL
REMAKE DUR WORLD

BEIEN OO

FORSASRAS RS




ARTIFICIAL INTELLIGENCE (Customer
Intelligence) : some examples incorporating Social
Intelligence and Psychological Knowledge (for Next-

Generation Intelligent Systems)

* Al that negotiates win-win business contracts with humans
("Psychologically Intelligent Negotiation Agent")

* Al that performs human-level text sentiment classification
("Fine-Grained Sentiment Analyzer — SentiMo”)

* Al that recognizes the personality and characteristics of humans
("Psychographic Profiling Engine")



Psychologically Intelligent Negotiation

A g e n t Connectionists Systems: Al that negotiates win-win
business contracts with humans

. \Avﬂ
\/ —,

Deployed
system

pan - sotorae- ) 2uegotats 7N Overall agent-human
@ wabaits agreement ratio 76.4%

1. Bat up agent 3. ﬂuu"_l,r reauits
dynamicaily

. ©

Counterpart acceptance ratio

Srateqy - | '
Algorhm CA SEQ 5IM MM DLY
n;- i o i (baseline) (treatment) (baseline) (treatment)
PO . | g_u__ffffga_“__r_ ______________ F=1.105, p=0.007%* 3=ﬂ2?@, p=ﬂ.5[}5

Negotiation Strategies

e Computational implementation of psychologically grounded negotiation
strategies (e.g., strategic delay, tactful information sharing) which work
without a priori data/knowledge about the counterpart

e Results showing psychologically intelligent negotiation agent can lead to
better economic and social-psychological negotiation outcomes

e Deployed as a service in HP’s Mercado Cloud Computing Platform

“System and method for negotiating a sale”, US Patent Application 12/648,405 & “Alternate strategies for a win-win seeking
agent in agent-human negotiations”, JMIS & “Reducing Mistrust in Agent-Human Negotiations”, IEEE Intelligent Systems




Fine-Grained

(SentiMo

Sentiment Analyzer

Connectionists Systems :Al that performs
human-level text sentiment classification

Pate 0t g,

SentiMo for Fine-grained Classification of Social Media
Sentiment and Emotion Patterns

Fuzzy Rule Inference Unit
(feature selection and rule-based adaptive inference)

v .
mplifer anc
|

g

Classified Social
Wedia Gata Files.
(postivite
negativity,
desire, anger,
sty sadness)

http://172.20.98.207:8080/sentimo-webportal/sentimo_api.html

Tlog

Average of F1 - Score for Positivity, Negati

e Fine-grained multi-dimensional Neutrality Recognition

outputs (positive, negative, neutral,
mixed, sadness, anger, happiness,
excitement...)

e Comprehensive lexicons, fully in-
house developed (English, Internet
slangs, local language and domain
words collections)

e Linguistic processing units
(decomposer, negation handler,
amplifier handler...)

B SentiMoAPI v1.0
Hm ToolA

" ToolB

Dataset 1

Dataset 2 Dataset3 Dataset 4

Ground sensing of day-to-day
commuter sentiments

Discovering consumer preferences

Understanding brand perceptions

across products

Quantifying positivity generated from
public campaigns

across cities

Daily Sentiments

Dashboard

Oty deshboard Recommendatian sverview
France i -

a a A A
i i

Sentiment Compasition

“A method and system for sentiment classification and emotion classification”, Patent Cooperation Treaty (PCT)

Application PCT/SG2015/050469



Psychographic Profiling Engine
Connectionists + Analogizer Systems: Al that recognizes the
personality and characteristics of humans

Raw Individual Level
Data (demographics,
transactions, browser
cookies, questionnaire
response, social network
activities-text, images,
likes)

Psychographic
Analysis Outputs (big-
five personalities, personal
values, creditworthiness
& sub-dimensions,
affective /cognitive-
regulatory focus,
Machiavellianism,
interests, preferences)

NG

SPARKLE — Using Social, Personality, Attitude, Regulation,
Knowledge and Lifestyle for Psychographic Analysis

y A

Inference Engine

v

Generic Psychographic Model
A

\:

Construct-Specific Conceptual Model (Domain Customization)

Social Networks Questionnaire Variables ‘Weights of
Indicator Pool Indicator Pool +- Variables*
T +-
A
_ ’
Public Literature

g;New First-hand Empirical Data

e This is an ongoing research
where we train computational
models to profile individuals
based on multiple sources of
data to describe their personality
traits, personal values, or more
context-specific characteristics
such as creditworthiness and
innovation propensity

e Leverage advanced data
processing including
psycholinguistic/text analysis and
image recognition

SPARKLE Social Cognitive Creditworthiness Assessment

Influencer Analysis / Depicting Brand Persona

Customer psychographics

(R)...
Financial .10
0,8

(R) Financial...

(R) Money... ) Adventure ...
{R) Materialism - /"~ Straightforwa...
Money... B ‘Deferred...
(R) Debt'~— | ——{R) Locus of...

(R) Credit...

_—Salf-discipline

SPARKLEPsychographics v1.0 instiute of High Perc

| main | status | Reuests | Testing

InputFeatures

9229926883688¢8¢8

Openness

Emoctional_
Stability

Influencer Personality Profile Influencer Personal Values Profile
—t—Bands —e—Bardd ——Bard§ —s—gandA
Extraversio
2 Achievem.
£0%
Universali. gz Benewvole
Agreeablen s0%
sss Tradition Confarmity
Stimulati Hedonism
Conscientio Seif_Dire Power

usness
Security




Rakuten-Viki Global TV Recommender

Connectionists Systems :Recommeder system for Al:

C h a I | enge A business opportunity Q Ra kUten Vlkl

=l Motivation / Objectives

Recommended

e To build a personalized TV Recommender system for

world-wide Rakuten-Viki fans .
e Recommend videos that a user is likely to watch (_® NextEpisode )

(precision) and watch for long time (engagement)

e “Cold-Start” problem : 20+% users do not apprear in
training data)

e Data sparsity problem : most users viewed <=5 videos
in training data

=1 Approach

Episode 2: Ice and Fire of Yo.. Episode 1: Beijing Love Story Episode 1: Sex and the City (/]

e Typical recommendation algorithms do not well z .
here due to sparsity and cold-start problems Q -
e Formulate as classification problem instead of a 'ﬁ.h "
typical recommendation problem to predict the Distribution of No. of Videos viewed in the training data
probability of a video that a user is likely to watch for Users tested in Feb 2915(Left) and Mar 2015 (Right)

=1 Achievement / Impact / Value Capture B D
026 LAY o'@"a‘@le#a'&a’{}'ﬁt{’“

"/

Fizer waiched probabity  Feamwe  Feawre
Inisial Anemgt videos. woeos myneem; EN;-nee g 52 Ranking

e 15t Prize Winner
e Overcome “cold-star” and data sparsity problems

e Robust and scalable approach for online
recommendations

e Flexible to incorporate other general features

Performance Score

Leader Board Ranking




Deep Learning for E-Commerce Website
Purchase Behaviour Prediction e onists systems AL

Example

- Task : Given a sequence of clicks,

- predict the next item that is likely to be clicked.

- Predict whether a user will buy something at the end of a clicking session.
- Predict what products a user will buy at the end of a clicking session.

To be
predicted

Sequence of clicks

- Purchase Event?
- Which products will
be purchased?

- Approach: Prediction using Deep Neural Network

- Results:

- 70% top-20 accuracy for the next item prediction
- ~10% improvement over reported results

IHPC Confidential Slide 17




Commonsense Knowledge
Representation and Reasoning

Symbolists Systems: Human Centric Al

Achievements:
. Codified a commonsense knowledge base (KB) using
a semantic graph representation
* 3.4 million concepts involved in about 10 million
relational assertions.
* From open source KBs such as ConceptNet, augmente (gﬂ_ﬂ; A
by concepts from an 8-billion-word text corpus
represented as word embedding in vector space using
Word2Vec
* Applied KB in tasks such as topic categorisation,

sentiment analysis and commonsense reasoning

Current Work: — Representation for Events and Scripts

* Implement structure for Commonsense KB based on...s.., _C - N5 D
noun and verb primitives to allow for inheritance of (E‘j‘?”‘iﬁf\\ NG N g
properties and attributes - (,_”_(“;&g:ii_i”

* Develop representations for narrative knowledge —

(modelling temporally extended events)
Event Models for Event Monitoring s o e i Kurby & Zacks (2008)

TRENGS in Cogrinwe Science

OWL and RDF; Giant
Global Graph; FOAF



Casuality & Inference: Rapid Causal

Learning

Ground Level
Causal Learning
(Temporal Correlation)

Knowledge Level

Causal Learning

Build causal models of the world that
support explanation and understanding,
rather than merely solving pattern
recognition problems?*

Causality from Temporal Correlation

Strength(Cause(Event1, Event2)) =
Prob(Cause(Eventl, Event2)) — Wt * Uncert(Cause(Eventl, Event2))

Inspired by Contingency Model of Causal Learning from Psychology

*See also: Building Machines that Learn and Think Like People
(Lake, Ullman, Tenenbaum, and Gershman, 2016) in
arXiv:1604.00289v3

Symbolists Systems: Human
Centric Al

Experiment: Learning Causality from Experience
Relationship between Lightning and Thunder

Lightning Blinking beacon (B)
flash (L)
N

Strength
Nonstop Thunder and Lightning! H G B Ll o217
Headlight flashes of vehicles,~T
0.357 >

Lightning reliably | R B PR Sy
predicts Thunder 0.245
G—H 0.239
L = lightning, T = thunder, W = wind, S = vehicular sound, H = headlight Gl 0.212
L T L H HwW H BoL 0.137

KN Y

I i 'I? l] Time H—-G 0.082
H—B 0.052
B—H 0.040
G—G -0.020




Similar Image Search using Privileged
Info rm atiOn Analogizer systems :

Multimodal Al

(J Motivation:

O How to use textual descriptions associated with the training images as privileged
information for training hashing function

Testing
Trainin ;
g Query Image o Retrieval Results
Hash Codes
i Asurvey plane spots: : i ’ énnun
i > # Model =)
E a herd of elephants! e training Generator
l_'_n_%?t_syv_a_n_a_' ______ Retrieval
1 Generator
i Northern Botswanais | Dabase nn!n -
' a well-known elephant : g
[ idor for h o =) s BRSY IS Y I )
L_C_o_rilij?f_c_)r_fr_d_s_____: Generator
@| 2| | @

(J Our Contributions:

O Proposed an objective function that can utilize additional textual descriptions for hashing
L Proposed an efficient solution to optimize the proposed objective function
O The first work for hashing with privileged information

] Results:

O Content based image retrieval using textual descriptions as privileged information
O 45.40% in MAP on NUS-wide compared with 42.45 % for baseline without text description




Video Action and Event Recognition using
Heterogeneous Sources Analogizer ystems

O Motivation: Textual query: “sports”

U Classify unlabeled consumer videos for action Google Images Bing images Flickr videos
and event recognition

O Alarge number of freely available videos (e.g.,
from Flickr video search engine) and Web
images (e.g., from Bing and Google image
search engines) are available

O Additional textual descriptions are often
available for both Web videos and images

__________________________

Relevant images

-
4

A

f

v/ Relevant videos

Irrelevant videos

(J Our Contributions

O Proposed a new multi-domain adaptation
approach to utilize the Web videos and images
for training the classifier

O Proposed a new method to utilize the additional
textual descriptions in the training set

(] Results

O Applied the proposed methods without requiring
any labeled samples from the target domain
U Applied the algorithm for the recognition of the

video event (e.g, wedding, birthday, and sports) Unlabeled consumer videos in the target domain
and action (e.g., eat, kiss and run)
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Benchmarking neuromorphic vision:
lessons learnt from computer vision
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Neuromorphic Vision sansors have improved greatly since the first silicon retina was
presented almost three decades ago. They have recently matured to the point whara
they are commercially available and can be operated by laymen. However, despite
improved availability of sensors, there remains a lack of good datasets, while algorithms
for processing spike-based visual data are still in their infancy. On the other hand,
frame-based computer vision algorithms are far more mature, thanks in part to widely
accepted datasats which allow direct comparison between algorithms and encourage
compsetition. We are presanted with a unique opportunity to shape the development of
Neuromorphic Vision benchmarks and challenges by leveraging what has been lsamt
from the use of datasets in frame-based computer vision. Taking advantage of this
opportunity, in this paper we review the role that benchmarks and challenges have
played in the advancament of frame-based computer vision, and suggest guidelines
for the creation of Neuromorphic Vision banchmarks and challengaes. We also discuss
the unique challenges faced when benchmarking Neuromorphic Vision algorthms,
particularly when atternpting to provide direct comparison with frame-based computer
vision.

vision, wvision,

sensory processing

1. INTRODUCTION

Benchmarking using widely accepted datasets is important for algorithm development. Such
benchmarking allows quantitative performance evaluation and comparison between algorithms,

Spectalty section:
This articie was submitied 10
£l

g competition and providing devel with ible state-of-the-art targets to beat.

L

(‘Ampuler Vision (CV) umobvmuexmple where open access to good datasets has been integral
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in rapid develop and of the field (Kotsiantis et al., 2006).

We use the term "Computer Vision™ (CV) to denote the conventional approach to visual sensing,
which begins with acquisition of images (photographs), or sequences of images (video). Each image
is a regular grid of pixels, each pixel having an intensity or color value. Such images are a widely
accepted, and largely unqmmned first stzp in visual :ensmg

However, the much young phic Vision (NV) takes a r
approach, doing away mlh images complck}y. The term "Neuromorphic Visio
approaches which rely on custom designed bio-inspired vision sensors which |
non-frame-based manner. The most mature and common of these sensors are
asynchronous temporal contrast vision sensors. Other NV sensors have not ye
of maturity where they can be used to reliably capture datasets. Nevertheless, |

Froniers in NeuwrDacencea | WWW.ITONiersin.ong 1
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Abstract

Faces are an imponant and unique class of visual stimuli, and have been of interest to neu-
rosclentists for many years. Faces are known to elicit certain charactenstic behavioral mark-
ers, collectively labeed “holistic processing”, while non-face dbjects are not processed
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holistically. H , little is known about the undedying neural mech 15. The main aim
of this computational simulation work is 1o investigate the neural mechanisms that make
face processing holistc. Using a model of primate visual processing, we show hata single
key factor, “neural luning size”, is able 1o account for three important markers of holistic face
processing: the Composite Face Effect (CFE), Face Inversion Effect (FIE) and Whole-Pant
Effect (WPE). Our proof-of-principle specifies the precise neurcphysiological property that
corresponds to the poorly-understood notion of halism, and shows that this one neural prop-
ery controls three classic behavioral markers of holism. Our work is consistent with neuro-
physidogical evidence, and makes further lestable predictions. Overall, we provide a
parsimonious account of holistic face processing, connecting computation, behavior and
neurophy siology.

Introduction
Faces are an important class of visual stimuli with unique si , and face processing is a
longstanding topic of active study within neuroscience (e.g. [1-4]). Faces are ubiquitous
throughout a person’s life, and face recognition is important for daily social interaction. An
important way in which visual processing of faces and non-face objects differs, is that faces
have been found to elicit certain characteristic behavioral markers. These have been explained
qualitatively through the loose notion of “holistic processing”. However, the exact nature of
holism is poorly understood, with multiple definitions, interpretations and putative mecha-
nisms [5-7].

Importantly, little is known about the neural mechanisms underlying holistic face process-
ing, For face processing in general by the primate and human visual sy stems, multiple neural

PLOS ONE | DOI:10.1371joumal. pone. 0150880  March 17,2018
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